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“If I had asked people 
what they wanted, 

they would have said
faster horses.”

Henry Ford
allegedly once said:



  

The CÉCI survey:
by the CÉCI users
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more CPUs“

more CPUs“
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more CPUs !“
The CÉCI survey:

by the CÉCI users



  

I would like this “Common HOME folder"
feature for all the different clusters“

Probably a dream but shared directories 
between clusters would be very interesting.“

Serait-il possible de mettre les 3 clusters
(hmem, lemaitre2 et dragon1) en nfs?”“ Une chose utile serait d'avoir du nfs 

entre les differentes machines“
 need of having a common disk 
space for my group/institute 

having shared space for
groups (like on Hydra) ““ Suggestions d'améliorations:[...] Homogénéiser les modules sur tous les clusters“

The CÉCI survey:
by the CÉCI users



  

The CÉCI roadmap:
by the CÉCI Bureau



  

What users want:

Explicitly
    single file namespace visible from all compute nodes

Implicitly
no degradation in service level:

- availability
- bandwidth
- latency

What users want:



  

Dec. '13 Decision of the Bureau

March '17 Configuration finalized

Jan. '17 Software (pre-)configured 

March '14 Submission to FNRS

July '14 Grant from FNRS (300k€)
 + 200k€ from the five universities

June '15 Solution is elaborated

Nov. '15 Technical part of RFP written

March '16 RFP published

May '16 Offers analyzed ; market attributed

Oct. '16 Hardware installed

Feb. '17 Sysadmin trained

- about 15 vendors consulted;
- 4 software solutions considered;
- 5 solution designs evaluated;
- 2 network solutions tested;

- 4 responses
- 1 clear winner

- description of solution
- design of benchmarks

- writing of the submission file for 500k€
- 311 pages
- dozens of contributors



  

The new CÉCI
common storage

Features



  

Dragon1

Lemaitre2 Hmem Hercules

NIC4

Vega

6 clusters
5 sites



  

Dragon1

Lemaitre2 Hmem Hercules

NIC4

Vega

10Gbps, dedicated, 
optical network direct 
links between the sites

1. New network



  

New hardware

 

Two large storage systems:

- Liège

- Louvain-la-Neuve (DCIII)

One smaller storage system on each site

2. New hardware



  

New hardware

Two large storage systems:

- Liège

- Louvain-la-Neuve (DCIII)

One smaller storage system on each site

Louvain-la-Neuve (DCIII)

2. New hardware



  

Louvain-la-Neuve (DCIII)

Brand new data center 200 kW cooling capacity (extension to 400kW next year)



  

20 racks* confined hot aisle 
UPS 3 to 4 hours autonomy now (designed for 10 minutes at 400kW) 

 *12 shown

Louvain-la-Neuve (DCIII)

hot aisle

technical racks



  

Louvain-la-Neuve (DCIII)

Master Thesis by Vincent Flon 
(Supervisors Y. Bartosiewicz and P. Chatelain)



  

Louvain-la-Neuve (DCIII)

Master Thesis by Vincent Flon 
(Supervisors Y. Bartosiewicz and P. Chatelain)

UPS Batteries Network
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Computers

Cooling



  

10 water-based heat exchangers* 

Louvain-la-Neuve (DCIII)

 *3 visiblecooling



  

Pumps and buffer tanks in the basement

Louvain-la-Neuve (DCIII)



  

One air cooler and two chillers (one more next year) on the roof

Louvain-la-Neuve (DCIII)

air cooler

chillers



  

Louvain-la-Neuve (DCIII)



  

Louvain-la-Neuve (DCIII)



  

Louvain-la-Neuve (DCIII)

Full capacity tests made with heating devices



  

New hardware

 

Two large storage systems:

- Liège

- Louvain-la-Neuve (DCIII)

One smaller storage system on each site

Louvain-la-Neuve (DCIII)

Visits organized today!

2. New hardware



  

450TB netto
(formatted)

Each system is robust to:
- loss of one server
- loss of one pathway
- loss of two disks

Solution is robust to:
- loss of an entire system
- loss of connectivity
 

2x 
96 x 6TB SAS + 4 x 800GB SSD

8 x (10+2) RAID6

55TB netto
(formatted)

12 x 6TB SAS + 2 x 480GB SSD
1 x (10+2) RAID6

Each system is robust to:
- loss of two disks

Solution is robust* to:
- loss of entire disk array
- loss of network access

5x 

New hardware



  

New software

3. New software



  

Dragon1Lemaitre2 Hmem Hercules NIC4Vega

Clusters

Main storage
(450TB)

Dedicated 10Gb
network

Direct
connection
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e

 Full copy 
at all times

(mirror)

LLN Mons Namur Bxl Liège

Partial copy
where needed
when needed

Setup overview

Local buffer/cache
gateway (55TB)



  

Dragon1Lemaitre2 Hmem Hercules NIC4Vega

Clusters

Local buffer/cache
gateway (55TB)

Main storage
(450TB)

Dedicated 10Gb
network

Direct
connection
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 Full copy 
at all times

(mirror)

LLN Mons Namur Bxl Liège

Partial copy
where needed
when needed

Lemaitre3

Setup overview



  

Lemaitre3

● Next-gen processors

● Low-latency interconnect

● Parallel filesystem

● Slurm configuration close to that of NIC4

or

or

or

hopefully

or equivalent



  

Lemaitre3

Lemaitre2 NIC4 Lemaitre3
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Lemaitre3



  

Lemaitre3

Lemaitre3InstallationWinner
notification

Offer 
analysis

RFP
Publication

Procurement



  

Lemaitre3

and beyond, funding permitting...

● 2017
– Lemaitre 3: Large parallel jobs (MPI)

● 2018
– Hercules “2”: Large-memory (TBs RAM)

– Dragon “2”: Accelerators (GPUs, Phi's)

– Vega “2”: HTC and Big-Data

● 2019
– NIC “5”: Large parallel jobs (MPI)



  

Dragon1Lemaitre2 Hmem Hercules NIC4Vega

Clusters

Local buffer/cache
gateway (55TB)

Main storage
(450TB)

Dedicated 10Gb
network

Direct
connection
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 Full copy 
at all times

LLN Mons Namur Bxl Liège

Partial copy
where needed
when needed

Lemaitre3

Setup overview



  

The new CÉCI
common storage

Short-term benefits



  

Four spaces

● /CECI/home

– Quota 100GB/User

– Daily snapshots

● /CECI/proj

– Upon request

– Quota and duration based on request

● /CECI/trsf

– Quota per user 100GB soft 10TB hard

– Automatic purge of files older than 6 months

● /CECI/soft

– Common software + modules
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Files written to $CECIHOME 

are visible on all clusters

Allow for changes 
to be propagated

pdsh runs the same
command on many

hosts at the same time



  

Files written to $CECIHOME 

are visible on all clusters

Also visible on all
compute nodes of

all clusters !



  

All clusters have a different Vim...

 7.2.411 7.2.411

7.4.576 7.5.629

7.2.411 7.4.629



  

Example: install your own version 
of Vim on every cluster

I work on Hmem

I compile a newer 
version from sources

I install it in my CECI 
home directory

I setup the PATH accordingly
(on all clusters)



  

Now all clusters have the same Vim...

8.0.4648.0.4648.0.4648.0.4648.0.4648.0.464



  

A catch though...

By default, compilers will tune the binary
 for the CPU of the machine they run on.

run on

co
m

pi
le

 o
n

Hmem Lemaitre2 Dragon1 Hercules --Vega -NIC4

Hmem
Lemaitre2
Dragon1
Hercules
Vega
NIC4

ok

ok
ok ok

okok
ok

ok

ok

ok

okok

sub-opt sub-opt sub-opt sub-opt sub-opt
sub-opt sub-opt sub-opt sub-opt

crash crash crash crash crash
crash
crash
crash

crash crash

crash
crash sub-opt

sub-opt

sub-opt



  

Mitigation:
GCC: 

-march=core2 to build binaries running everywhere 

-mtune=[westmere|sandybridge|bdver1]
to tune for the cluster you use the most

Intel (multiple code paths): 

-xSSE2 to build binaries running everywhere 

-axSSE4.2,AVX,CORE-AVX2
to add additional binary objects optimized 
for each cluster



  

Mitigation:
GCC: “Function multi-versioning” 



  

Mitigation:
Intel compiler: “Manual processor dispatch”



  

Four spaces

● /CECI/home

– Quota 100GB/User

– Daily snapshots

● /CECI/proj

– Upon request

– Quota and duration based on request

● /CECI/trsf

– Quota per user 100GB soft 10TB hard

– Automatic purge of files older than 6 months

● /CECI/soft

– Common software + modules



  

Copy of 100GB file 
from the scratch of Lemaitre2 to scratch of NIC4

Incoming traffic on UCL cache

Outgoing traffic on UCL cache

16:12:31 command issued



  

Incoming traffic on main storage

16:28:00 file visible
from all clusters

16 mins
later



  

Total 21 minutes

Incoming traffic on ULg cache

Outgoing traffic on ULg cache

5 minutes 

vs.



  



  

The new CÉCI
common storage

Long-term benefits



  

Common set of software/modules



  

Slurm Federation



  

The new CÉCI
common storage

Wrap-up & future plans



  

Four spaces

● /CECI/home

– Quota 100GB/User

– Daily snapshots

● /CECI/proj

– Upon request

– Quota and duration based on request

● /CECI/trsf

– Quota per user 100GB soft 10TB hard

– Automatic purge of files older than 6 months

● /CECI/soft

– Common software + modules



  

What's next...

● Fine-tune configuration

Your feedback: your local CÉCI system administrator

● Setup procedure to request group space
● Build common software installation

All further information through 
the CÉCI users mailing list



  

Try the new CÉCI
common storage!

www.ceci-hpc.be
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