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The new CÉCI
common storage

Features



  

Dragon1

Lemaitre2 Hmem Hercules

NIC4

Vega

6 clusters
5 sites



  

Dragon1

Lemaitre2 Hmem Hercules

NIC4

Vega

10Gbps, dedicated,
optical network direct
links between the sites

1. New network



  

New hardware

 

Two large storage solutions:

- Liège

- Louvain-la-Neuve (DCIII)

One smaller storage system on each site

2. New hardware



  

450TB netto
(formatted)

Each system is robust to:
- loss of one server
- loss of one pathway
- loss of two disks

Solution is robust to:
- loss of an entire system
- loss of connectivity
 

2x 
96 x 6TB SAS + 4 x 800GB SSD

8 x (10+2) RAID6

55TB netto
(formatted)

12 x 6TB SAS + 2 x 480GB SSD
1 x (10+2) RAID6

Each system is robust to:
- loss of two disks

Solution is robust* to:
- loss of entire disk array
- loss of network access

5x 

New hardware



  

New software

3. New software



  

Dragon1Lemaitre2 Hmem Hercules NIC4Vega

Clusters

Local buffer
gateway (55TB)

Main storage
(480TB)

Dedicated 10Gb
network

Direct
connection
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Partial copy
where needed
when needed

Setup overview



  

Dragon1Lemaitre2 Hmem Hercules NIC4Vega

Clusters

Local buffer
gateway (55TB)

Main storage
(480TB)

Dedicated 10Gb
network

Direct
connection

Lo
uv

ai
n-

la
-N

eu
ve

Li
èg

e

 Full copy 
at all times

LLN Mons Namur Bxl Liège

Partial copy
where needed
when needed

Lemaitre3

Setup overview



  

The new CÉCI
common storage

Short-term benefits



  

Four spaces

● /CECI/home

– Quota 100GB/User

– Daily snapshots

● /CECI/proj

– Upon request

– Quota and duration based on request

● /CECI/trsf

– Quota per user 100GB soft 10TB hard

– Automatic purge of files older than 6 months

● /CECI/soft

– Common software + modules
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Files written to $CECIHOME 

are visible on all clusters

Allow for changes 
to be propagated

pdsh runs the same
command on many

hosts at the same time



  

Files written to $CECIHOME 

are visible on all clusters

Also visible on all
compute nodes of

all clusters !



  

All clusters have a different Vim...

 7.2.411 7.2.411

7.4.576 7.5.629

7.2.411 7.4.629



  

Example: install your own version 
of Vim on every cluster

I work on Hmem

I compile a newer 
version from sources

I install it in my CECI 
home directory

I setup the PATH accordingly
(on all clusters)



  

Now all clusters have the same Vim...

8.0.4648.0.4648.0.4648.0.4648.0.4648.0.464



  

A catch though...

By default, compilers will tune the code
 for the CPU of the machine they run on.

run on

co
m

pi
le

 o
n

Hmem Lemaitre2 Dragon1 Hercules --Vega -NIC4

Hmem
Lemaitre2
Dragon1
Hercules
Vega
NIC4

ok

ok
ok ok

okok
ok

ok

ok

ok

okok

sub-opt sub-opt sub-opt sub-opt sub-opt
sub-opt sub-opt sub-opt sub-opt

crash crash crash crash crash
crash
crash
crash

crash crash

crash
crash sub-opt

sub-opt

sub-opt



  

Mitigation:
GCC: 

-march=core2 to build binaries running everywhere 

-mtune=[westmere|sandybridge|bdver1]
to tune for the cluster you use the most

Intel (multiple code paths): 

-xSSE2 to build binaries running everywhere 

-axSSE4.2,AVX,CORE-AVX2
to add additional paths optimized for each cluster



  

Mitigation:
GCC: “Function multi-versioning” 



  

Mitigation:
Intel compiler: “Manual processor dispatch”



  

Four spaces

● /CECI/home

– Quota 100GB/User

– Daily snapshots

● /CECI/proj

– Upon request

– Quota and duration based on request

● /CECI/trsf

– Quota per user 100GB soft 10TB hard

– Automatic purge of files older than 6 months

● /CECI/soft

– Common software + modules



  

Copy of 100GB file 
from the scratch of Lemaitre2 to scratch of NIC4

Incoming traffic on UCL gateway

Outgoing traffic on UCL gateway

16:12:31 command issued



  

Incoming traffic on main storage

16:28:00 file visible
from all clusters

16 mins
later



  

Total 21 minutes

Incoming traffic on ULg gateway

Outgoing traffic on ULg gateway

5 minutes 

vs.
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Gotcha's
● Using the du command on a cluster will give you

 your usage on the gateway/cache connected to that cluster.

and not your usage on the main storage.

● Use the quota -usa command on a cluster to get your usage on
the main storage.

● Some clusters mount the storage via automount so the quota 
command might not display the CÉCI storage. In that case, run
“ls $CECIHOME” to trigger the mounting and run  quota again.

● Quota are enforced at the gateway/cache level (100GB) and at on
the main storage (200GB). 

– More than 100GB on a cluster => you cannot write from that
cluster anymore

– More than 200GB on the main storage => data are not
transferred from the clusters anymore



  

What's next...

● Fine-tune configuration

Your feedback: your local CÉCI system administrator

● Setup procedure to request group space
● Build common software installation

All further information through 
the CÉCI users mailing list



  

Try the new CÉCI
common storage!

www.ceci-hpc.be
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